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Self Attention

Year: 2017,  NeurIPS
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Causal (Forward Masked) Attention

Year: 2017,  NeurIPS

Time: O(N2*d) + O(N2) + O(N2*d) = O(N2*d)

Space: O(3*N*d) + O(N2) + O(N*d) = O(N2 + N*d)
= (3×N×d+N2)×Size of a float
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Why do we need to do better?
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KV Cache based (Forward Masked) Attention

Source: https://medium.com/@joaolages/kv-caching-
explained-276520203249

KV Cache Storage = O(N*d)

(2×N×d)×Size of a float
vs.

(3×N×d+N2)×Size of a float
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Sliding Window Attention

Year: 2020, Arxiv
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Sliding Window Attention

Year: 2020, Arxiv
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What happens to the KV Cache?

Year: 2020, Arxiv

Time: O(N2*d) + O(N2) + O(N2*d) = O(N*w*d)

Space: O(3*N*d) + O(N2) + O(N*d) = O(N*w + N*d)

(2×w×d)×Size of a float
vs.

(2×N×d)×Size of a float
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Multi-Head Self Attention

Going back to year: 2017,  NeurIPS
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Multi-Query Attention (MQA)

Year: 2019, arxiv

KV cache size is 
reduced by a 
factor of h
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Do we lose out on something?

• Decline in performance quality

• Training instability
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Uptraining: Converting MHA to MQA

Year: 2023; ICLR
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What can still go wrong?

• Decline in performance quality

• Training instability
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Grouped Query Attention

Year: 2023; EMNLP
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What did we gain?
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So are we all set? Key 

● GQA/MQA Aim: To reduce the need for storing a large 
amount of KV cache

● LLM server can handle more requests, larger batch sizes and 
increased throughput

● Cannot significantly reduce the computational load

● Quality degradation remains


